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#### Abstract

SUMMARY The problem we consider in this paper is whether the Menezes-Okamoto-Vanstone (MOV) reduction for attacking elliptic curve cryptosystems can be realized for genera elliptic curves. In realizing the MOV reduction, the base field $\boldsymbol{F}_{q}$ is extended so that the reduction to the discrete logarithm problem in a finite field is possible. Recent results by Balasubramanian and Koblitz suggest that, if $l \not \chi q-1$, such a minimum extension degree is the minimum $k$ such that $l \mid q^{k}-1$, which is equivalent to the condition under which the Frey-Rück (FR) reduction can be applied, where $l$ is the order of the group in the elliptic curve discrete logarithm problem. Our point is that the problem of finding an $l$-torsion point required in evaluating the Weil pairing should be considered as well from an algorithmic point of view. In this paper, we actually propose a method which leads to a solution of the problem. In addition, our contribution allows us to draw the conclusion that the MOV reduction is indeed as powerful as the FR reduction under $l \bigwedge q-1$ not only from the viewpoint of the minimum extension degrees but also from that of the effectiveness of algorithms. key words: elliptic curve cryptography, elliptic curve discrete logarithm problem, Menezes-Okamoto-Vanstone (MOV) algorithm, supersingular elliptic curves, ordinary elliptic curves


## 1. Introduction

Let $E$ be an elliptic curve defined by

$$
\begin{array}{r}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \\
\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{6} \in \boldsymbol{F}_{q}\right)
\end{array}
$$

where $\boldsymbol{F}_{q}$ is a finite field with $q=p^{m}(p$ : a prime number) elements. The Elliptic Curve Discrete Logarithm Problem (ECDLP) asks: given a base point $P \in E\left(\boldsymbol{F}_{q}\right)$ and $R \in\langle P\rangle$, find an integer $n$ such that $R=[n] P$, where $E\left(\boldsymbol{F}_{q}\right)$ is the set of its $\boldsymbol{F}_{q}$-rational points.

In 1985, N. Koblitz [12] and V. Miller [18] independently proposed the use of elliptic curves over finite fields for public-key cryptography, based on the presumed intractability of the ECDLP. Since that time, elliptic curve cryptosystems have gained a tremendous amount of attention. The main reason is that they have two potential advantages over the conventional systems:

[^0]the great diversity of elliptic curves available to provide the groups; and the absence of subexponential time algorithms such as index calculus type that can find discrete logarithms in these groups. (For example, see [29].)

Of the developments in elliptic curve cryptography, the most dramatic was the demonstration by A. Menezes, T. Okamoto and S. Vanstone [17] in 1991 that the ECDLP on a so-called supersingular elliptic curve can be reduced to the Discrete Logarithm Problem (DLP) in the multiplicative subgroup of a finite field (MOV reduction). This result means that one should avoid the set of supersingular curves if one wants to have a secure cryptosystem. (After the MOV reduction appeared, several attacks against the ECDLP have been proposed thus far: G. Frey and H.G. Rück [8] devised a reduction of the ECDLP to the DLP in the multiplicative subgroup of a finite field that can be applied under a certain condition (FR reduction); and I. Semaev [26], N. Smart [30], T. Satoh and K. Araki [22] independently announced reductions of the ECDLP to the DLP of the additive group structure of the base field for so-called anomalous curves.)

In this paper, we raise a natural and important question: can the MOV reduction be realized for general elliptic curves? We solve this problem in the affirmative from an algorithmic point of view.

In the following discussion, we assume that $l=$ $\#\langle P\rangle$ is a prime number, which is not restrictive since we can reduce the composite case to the prime one by applying the Chinese Remainder Theorem and the Pohlig-Hellman algorithm. Moreover, we assume that $l \nmid q$ since the $l$-part DLP is solved by the obvious extension of [22], [26], [30] in polynomial time when $l \mid q$.

Before we see how hard the problem is, let us briefly review how the MOV reduction works [16], [17]. The idea is to find the minimum extension degree $k$ such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$, where $E[l]$ is the set of $l$ torsion points, i.e. $\{T \in E \mid[l] T=O\}$. Then, the group isomorphism $\langle P\rangle \rightarrow \mu_{l} \subset \boldsymbol{F}_{q^{k}}$ defined by $S \mapsto e_{l}(S, Q)$ is available if we can find a point $Q \in E[l]$ such that $e_{l}(P, Q)$ is a generator of $\mu_{l}$, where $e_{l}: E[l] \times E[l] \rightarrow \mu_{l}$ is the Weil pairing [28], and $\mu_{l}$ is the multiplicative group of $l$-th roots of unity. Thus, we can successfully reduce the ECDLP to the DLP in a finite field.

In particular, for supersingular elliptic curves,

## Menezes, Okamoto, and Vanstone

1. showed that such a $k$ is at most six; and
2. constructed a method to find such a $Q$ in probabilistic polynomial time in $k \log q(k \leq 6)$.

Therefore, those facts lead to the realization of the reduction that works in probabilistic polynomial time in $k \log q(k \leq 6)$ for supersingular elliptic curves, and consequently the MOV algorithm is completed in probabilistic subexponential time in $\log q$ for supersingular elliptic curves.

However, there exist two major problems to be clear, from an algorithmic point of view, in applying the MOV reduction to general elliptic curves (assuming that $l=\#\langle P\rangle$ is a prime number and $l\langle q$ ):

1. the problem of explicitly determining the minimum positive integer $k$ such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$.
2. the problem of efficiently finding an $l$-torsion point $Q$ such that $e_{l}(P, Q)$ has order $l$. (i.e. $e_{l}(P, Q) \neq 1$ because of the assumption that $l$ is a prime number. In the sequel, we refer to such an $l$-torsion point $Q$ as a "good" $l$-torsion point.)

For the first problem, we can find an answer to it in a recent paper by Balasubramanian and Koblitz [3]. They proved that if $l \not\langle q-1, k$ is the minimum positive integer such that $q^{k} \equiv 1 \bmod l$. (It is interesting to note that this condition is identical to the one under which the FR reduction is applied.) In the same paper, they also suggest that we need $k=l$ if $l \mid q-1$ and $E[l] \not \subset E\left(\boldsymbol{F}_{q}\right)$. Thus, when $l$ is much larger than $\log q$, we may give up applying the MOV reduction since the extension degree in this case is too large in order for the reduced DLP in $\boldsymbol{F}_{q^{k}}^{*}$ to be solved in subexponential time in $\log q$.

For the second problem, we cannot find any answer which covers all the case in open literatures: we need some assumptions in order for currently known methods [10], [17] to work efficiently even if $k$ is small. Thus, an efficient method which solve the second problem for the general case will be desired from mathematical and algorithmic points of view.

The major contribution of this paper is to solve the second problem described above by actually proposing a method that efficiently finds a "good" $l$-torsion point for ordinary (non-supersingular) elliptic curves (see [17] for supersingular elliptic curves). The proposed method is completed in probabilistic polynomial time in $k \log q$, more precisely $O\left(k^{3} \log ^{3} q\right)$ if $\# E\left(\boldsymbol{F}_{q}\right)$ is given beforehand and otherwise $O\left(k^{3} \log ^{3} q+\log ^{6} q\right)$, where $k$ is the minimum positive integer with $q^{k} \equiv 1 \bmod l$. The running time seems to be asymptotically optimal, since it is equal to that of randomly picking a point in $E\left(\boldsymbol{F}_{q^{k}}\right)$, which seems to be needed in any situation, except for computing $\# E\left(\boldsymbol{F}_{q}\right)$. Also, our method is completed in probabilistic polynomial time in $\log q$ whenever $k$ is
small enough to solve the DLP in $\boldsymbol{F}_{q^{k}}^{*}$ in subexponential time in $\log q$. As a result, we can successfully realize the MOV reduction for the general case, in a true sense.

Now, we turn our attention to comparing the MOV and FR reductions. It may have been believed by some cryptographers that assuming $l \backslash q-1$, the MOV reduction is as powerful as the FR reduction in the sense that their minimum extension degrees $k$ coincide when the base field $\boldsymbol{F}_{q}$ is extended to $\boldsymbol{F}_{q^{k}}$ in order to apply those reductions. However, so far there has been a lack of a formal proof that supports the belief. As pointed out in [10], the problem of efficiently finding an $l$-torsion point required in evaluating the Weil pairing should be solved as well for the general case. Thus, our contribution allows us to finally draw the conclusion that the MOV reduction is indeed as powerful as the FR reduction under $l \not \backslash q-1$, in a true sense: not only from the viewpoint of the minimum extension degrees of the base field but also from that of the effectiveness of algorithms.

The rest of this paper is organized as follows: In Sect. 2, we briefly review some basic facts on elliptic curves over finite fields, the MOV algorithm and the answer to the first problem obtained by Balasubramanian and Koblitz. In Sect. 3, we actually propose a method for finding a "good" $l$-torsion point, which leads to the solution of the second problem. It turns out that the proposed method is completed in probabilistic polynomial time in $k \log q$ under $l \not \backslash q-1$.

## 2. Preliminaries

In this section, we briefly review some materials on elliptic curves over finite fields. (See [28] for more details.)

Let $\boldsymbol{F}_{q}$ be a finite field with $q$ elements and of characteristic $p$, and $\overline{\boldsymbol{F}}_{q}$ its algebraic closure. Let $E$ be an elliptic curve over $\boldsymbol{F}_{q}$ given by the Weierstrass equation

$$
\begin{equation*}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{1}
\end{equation*}
$$

whose coefficients lie in $\boldsymbol{F}_{q}$. For each extension field $K$ of $\boldsymbol{F}_{q}, E(K)$ is given by
$E(K)=\{(x, y) \in K \times K \mid(x, y)$ satisfies $(1)\} \cup\{O\}$
where $O$ is a special point called the point at infinity. There is an abelian group structure on the points of $E(K)$, in which $O$ serves as its identity element, given by the so-called tangent-and-chord method. We express its abelian group structure additively.

Let $l$ be a positive integer relatively prime to $p$, the characteristic of $\boldsymbol{F}_{q}$. The Weil pairing is the map

$$
e_{l}: E[l] \times E[l] \longrightarrow \mu_{l} \subset \overline{\boldsymbol{F}}_{q}
$$

where $E[l]=\left\{T \in E\left(\overline{\boldsymbol{F}}_{q}\right) \mid[l] T=O\right\}$ is the group of $l$-torsion points and $\mu_{l}$ is the subgroup of $l$-th roots of
unity in $\overline{\boldsymbol{F}}_{q}$. For properties of the Weil pairing, see [16], [28].

Let $P \in E[l]$ be a point of order $l$. Then, we have the following:
Proposition 1[17], [28]: There exists $Q \in E[l]$ such that $e_{l}(P, Q)$ is a primitive $l$-th root of unity. Therefore,

$$
f_{Q}:\langle P\rangle \longrightarrow \mu_{l}, \quad f_{Q}(S)=e_{l}(S, Q)
$$

is a group isomorphism.
Based on this fact, the framework of the MOV algorithm can be described as follows:
Algorithm 1 (The MOV Algorithm [16], [17]):
Input: An element $P \in E\left(\boldsymbol{F}_{q}\right)$ of order $l$, and $R \in\langle P\rangle$.
Output: An integer $n$ such that $R=[n] P$.
Step 1: Determine the minimum positive integer $k$ such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$.
Step 2: Find $Q \in E[l]$ such that $\alpha=e_{l}(P, Q)$ has order $l$.
Step 3: Compute $\beta=e_{l}(R, Q)$.
Step 4: Compute n, the discrete logarithm of $\beta$ to the base $\alpha$ in $\boldsymbol{F}_{q^{k}}^{*}$.
This algorithm is somewhat incomplete in that the method for determining $k$ and that for finding a point $Q$ are not explicitly given. For supersingular elliptic curves, the methods which settle those problems are given in [17]; the resulting minimum $k$ are $k=1,2,3,4$, or 6 , and for each corresponding $k, Q$ is efficiently obtained by using the group structure of $E\left(\boldsymbol{F}_{q^{k}}\right)$. Therefore, for supersingular elliptic curves, the reduction procedure (i.e. Step 2 and 3) is completed in probabilistic polynomial time in $\log q$ and the algorithm mentioned above takes probabilistic subexponential time in $\log q$.

In the following, we consider the two problems described in Sect. 1 esspecially for ordinary (nonsupersingular) elliptic curves.

For the problem of determining the minimum positive integer $k$ such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$, recently, Balasubramanian and Koblitz [3] have obtained the following result:
Proposition 2[3]: Let $E$ be an elliptic curve defined over $\boldsymbol{F}_{q}$, and suppose that $l$ is a prime number such that $l \mid \# E\left(\boldsymbol{F}_{q}\right), l \not\left\langle q-1\right.$. Then, $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$ if and only if $l \mid q^{k}-1$.
Remark 1: It is important to note that Balasubramanian and Koblitz's results also suggest that we need $k=l$ if $l \mid q-1$ and $E[l] \not \subset E\left(\boldsymbol{F}_{q}\right)$. Thus, when $l$ is much larger than $\log q$, we may give up applying the MOV reduction since the extension degree in this case is too large in order for the reduced DLP in $\boldsymbol{F}_{q^{k}}^{*}$ to be solved in subexponential time in $\log q$.

## 3. An Efficient Method for Finding l-Torsion Points

In this section, we consider the problem of finding an $l$ -
torsion point $Q \in E[l]$ such that $\alpha=e_{l}(P, Q)$ has order $l$. (See Algorithm 1 in Sect.2.) We refer to such an $l$-torsion point $Q$ as a "good" $l$-torsion point. In this section, we actually propose a method which finds a "good" $l$-torsion point, and estimate the running time.

As before, we assume the following:
Assumption 1: (1) $l$ is an odd prime number; (2) $l \nmid q ;(3) l \nmid q-1$.
The first condition is not restrictive since we can reduce the composite case to the prime one by applying the Chinese Remainder Theorem and the Pohlig-Hellman algorithm; the second one is necessary, since the Weil pairing is not defined otherwise, and more importantly when $l \mid q$, the $l$-part DLP is solved by the obvious extension of [22], [26], [30] in polynomial time; the third one is reasonable from the result by Balasubramanian and Koblitz (See Remark 1 in Sect. 2).

Also, as before, we use the following notation: $P$ is a base point with order $l$ (Thus, $E\left(\boldsymbol{F}_{q}\right)[l]=\langle P\rangle \cong \boldsymbol{Z} / l$.); $k$ is a positive integer such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$. If we are interested in the minimum $k$ such that $E[l] \subset$ $E\left(\boldsymbol{F}_{q^{k}}\right)$, see Proposition 2 in Sect. 2.

Let $N_{k}$ be the number of $\boldsymbol{F}_{q^{k}}$-rational points on $E$, and $E\left(\boldsymbol{F}_{q^{k}}\right)_{l}$ the $l$-part of $E\left(\boldsymbol{F}_{q^{k}}\right)$, i.e.

$$
N_{k}=\# E\left(\boldsymbol{F}_{q^{k}}\right), \quad E\left(\boldsymbol{F}_{q^{k}}\right)_{l}=\bigcup_{i \geq 1} E\left(\boldsymbol{F}_{q^{k}}\right)\left[l^{i}\right]
$$

and let $d=v_{l}\left(N_{k}\right)$ denote the largest integer such that $l^{d} \mid N_{k}$.

For supersingular elliptic curves, the method for finding a "good" $l$-torsion point is considered based on the fact that $E\left(\boldsymbol{F}_{q^{k}}\right) \cong \boldsymbol{Z} / c l \times \boldsymbol{Z} / c l$, where $c$ is some constant and determined based on the class of supersingular elliptic curves. For ordinary (non-supersingular) elliptic curves, the similar method is presented in [10] assuming some condition on the group structure of $E\left(\boldsymbol{F}_{q^{k}}\right)$ in order to work efficiently.

On the other hand, one might easily come up with the following method: pick a point $V \in E\left(\boldsymbol{F}_{q^{k}}\right)_{l}$ randomly using the map $\left[N_{k} / l^{d}\right]$, and compute its order, say $l^{t}$. Then we have $Q=\left[l^{t-1}\right] V \in E[l]$. However, if we consider the case that $E\left(\boldsymbol{F}_{q}\right)_{l} \cong \boldsymbol{Z} / l^{r}(r \geq 2)$ and $E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \cong \boldsymbol{Z} / l^{r} \times \boldsymbol{Z} / l^{s}$ with some $s<r$, where $l$ is exponential in $\log q$, this method takes exponential time in $\log q$ even for small $k$. We briefly explain the reason. The probability that the order of $V$ is $l^{r}$ is $\varphi\left(l^{r}\right) l^{s} / l^{r+s}=l^{r-1+s}(l-1) / l^{r+s}=1-1 / l$, where $\varphi$ is the Euler function. If $V$ has order $l^{r}$, then, $Q=\left[l^{r-1}\right] V$ is in $\langle P\rangle$, so that $e_{l}(P, Q)=1$. Thus, the probability of obtaining a "good" $l$-torsion point is less than $1 / l$. Therefore, this means that the expected number of iterations is at least $l$. Since $l$ is exponential in $\log q$, it is exponentially large.

The key idea commonly seen in these methods is to use constant maps $\boldsymbol{Z} \subset \operatorname{End}_{F_{q^{k}}}(E)$ in a suitable way,
where $\operatorname{End}_{F_{q^{k}}}(E)$ is the ring of endomorphisms of $E$ defined over $\boldsymbol{F}_{q^{k}}$. In addition to this idea, by using the $q$-th power Frobenius map, we propose a method which finds a "good" $l$-torsion point. It will turn out that our method works efficiently without assuming any condition on the group structure of $E\left(\boldsymbol{F}_{q^{k}}\right)$, i.e. for the general case.

Before giving a method of finding a "good" $l$ torsion point, we analyze the group structure $E\left(\boldsymbol{F}_{q^{k}}\right)$. If an elliptic curve $E$ is supersingular, it is explicitly given in [24]. Thus, what remains to be investigated is the ordinary (non-supersingular) case.
Theorem $\mathbf{1}^{\dagger}$ : Let $E$ be an ordinary elliptic curve over $\boldsymbol{F}_{q}$ and $l$ an odd prime number. Suppose that $v_{l}\left(\# E\left(\boldsymbol{F}_{q}\right)\right)=r \geq 1$ and that $l \not\langle q-1, l \not\langle q$. For a given positive integer $k$, we set $\eta:=v_{l}(k)$ and $\omega:=v_{l}\left(q^{k}-1\right)$. Then, we have

$$
E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \simeq \boldsymbol{Z} / l^{r+\eta} \times \boldsymbol{Z} / l^{\delta}
$$

where $\delta$ is given as follows: if $\omega<\eta+r$, then $\delta=\omega$; if $\omega>\eta+r$, then $\delta=\eta+r$; and if $\omega=\eta+r$, then $\delta$ is some positive integer with $\delta \geq \omega(=\eta+r)$.
Proof of Theorem 1. The case of $k=1$ is trivial. We assume $k \geq 2$ in the sequel.

Let $\phi$ be the $q$-th power Frobenius map and $D_{\mathbf{Z}[\phi]}$ denote the discriminant of the ring $\boldsymbol{Z}[\phi]$. Since $l \mid \# E\left(\boldsymbol{F}_{q}\right)=q+1-t$ and $l \not\left\langle q-1\right.$, we have $D_{\mathbf{Z}[\phi]}=$ $t^{2}-4 q \equiv(q+1)^{2}-4 q \equiv(q-1)^{2} \not \equiv 0 \bmod l$. Thus, $l$ does not divide the conductor of $\mathcal{O}$ in $\mathcal{O}_{K}$, where $\mathcal{O}=\operatorname{End}_{F_{q}}(E)=\operatorname{End}_{\bar{F}_{q}}(E)$ (note that the last equality follows since $E$ is ordinary), and $\mathcal{O}_{K}$ is the maximal order of $K=\boldsymbol{Q} \otimes \boldsymbol{Z}[\phi]$.

Now, we consider the ideal decomposition of $l \mathcal{O}_{K}$ in $\mathcal{O}_{K}$. The minimal polynomial of $\phi$ is $X^{2}-t X+q \in$ $\boldsymbol{Z}[X]$ and it decomposes as

$$
\begin{equation*}
X^{2}-t X+q \equiv(X-1)(X-q) \bmod l . \tag{2}
\end{equation*}
$$

Since $q \not \equiv 1 \bmod l$, Eq. (2) has two distinct roots. Therefore, we see that $l$ splits completely in $\mathcal{O}_{K}$ and that the prime ideal decomposition of $l \mathcal{O}_{K}$ in $\mathcal{O}_{K}$ is $l \mathcal{O}_{K}=\mathcal{L} \overline{\mathcal{L}}$, where $\mathcal{L}=l \mathcal{O}_{K}+(\phi-1) \mathcal{O}_{K}$.

Let $\left(\mathcal{O}_{K}\right)_{\mathcal{L}}$ and $\left(\mathcal{O}_{K}\right)_{\overline{\mathcal{L}}}$ be the localizations of the ring $\mathcal{O}_{K}$ at primes $\mathcal{L}$ and $\overline{\mathcal{L}}$, respectively. Also, let $v_{\mathcal{L}}$ and $v_{\overline{\mathcal{L}}}$ be the normalized discrete valuations with respect to $\mathcal{L}$ and $\overline{\mathcal{L}}$, respectively.

We claim that if $v_{\mathcal{L}}\left(\left(\phi^{k}-1\right) \mathcal{O}_{K}\right)=a$ and $v_{\overline{\mathcal{L}}}\left(\left(\phi^{k}-\right.\right.$ 1) $\left.\mathcal{O}_{K}\right)=b$, then $E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \simeq \boldsymbol{Z} / l^{a} \times \boldsymbol{Z} / l^{b}$. In fact, let $N$ be the norm, then $N\left(\phi^{k}-1\right)=\# E\left(\boldsymbol{F}_{q^{k}}\right)$. Thus, $v_{l}\left(\# E\left(\boldsymbol{F}_{q^{k}}\right)\right)=a+b$ is obtained. On the other hand, $E\left[l^{c}\right] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$ if and only if $\phi^{k}-1$ is divisible by $l^{c}$ in $\mathcal{O}$ (see [20, Lemma 1]). Putting $c:=\min (a, b)$, we have $E\left[l^{c}\right] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$ and $E\left[l^{c+1}\right] \not \subset E\left(\boldsymbol{F}_{q^{k}}\right)$ since $l$ does not divide the conductor of $\mathcal{O}$. Thus, we have $E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \simeq \boldsymbol{Z} / l^{a} \times \boldsymbol{Z} / l^{b}$.

From the assumption that $v_{l}\left(\# E\left(\boldsymbol{F}_{q}\right)\right)=r$ and $l \not \backslash q-1$ (this implies $\left.E[l] \not \subset E\left(\boldsymbol{F}_{q}\right)\right)$, it follows that

$$
\begin{align*}
& v_{\mathcal{L}}(\phi-1)=r \quad \text { and }  \tag{3}\\
& v_{\overline{\mathcal{L}}}(\phi-1)=0 . \tag{4}
\end{align*}
$$

If we set

$$
\begin{aligned}
\eta & :=v_{\mathcal{L}}\left(\phi^{k}-1\right)-r \quad \text { and } \\
\delta & :=v_{\overline{\mathcal{L}}}\left(\phi^{k}-1\right)
\end{aligned}
$$

we can write

$$
E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \simeq \boldsymbol{Z} / l^{r+\eta} \times \boldsymbol{Z} / l^{\delta}
$$

In the sequel, we evaluate $\eta$ and $\delta$ in the discrete valuation rings $\left(\mathcal{O}_{K}\right)_{\mathcal{L}}$ and $\left(\mathcal{O}_{K}\right)_{\overline{\mathcal{L}}}$, respectively.

First, we evaluate $\eta$. Let $\pi$ be some prime element with $v_{\mathcal{L}}(\pi)=1$. Then, we can write $\phi$ in the form

$$
\phi=1+u \pi^{r}
$$

(See (3)), where $u$ is some unit in $\left(\mathcal{O}_{K}\right)_{\mathcal{L}}$. Thus, we have

$$
\begin{equation*}
\phi^{k}=\left(1+u \pi^{r}\right)^{k}=1+k \pi^{r} u+\sum_{i=2}^{k}\binom{k}{i} \pi^{r i} u^{i} \tag{5}
\end{equation*}
$$

Here, we apply the following lemma.
Lemma 1: Let $k$ be an integer no less than two and $l$ an odd prime number. Then, for any positive integer $w$ such that $2 \leq w \leq k$,

$$
v_{l}\left(\binom{k}{w}\right)-v_{l}(k)+(w-1)>0
$$

Proof. Considering the $l$-adic expansion of $w$, we can write $w$ uniquely in the form $w=\sum_{i=0}^{m} w_{i} l^{i}$ with $0 \leq$ $w_{i}<l$ and $w_{m} \neq 0$. Since $v_{l}(w!)=\sum_{i \geq 1}\left\lfloor w / l^{i}\right\rfloor$, we have $v_{l}(w!)=\sum_{i=1}^{m}\left(\sum_{j=0}^{i-1} l^{j}\right) w_{i}$. Thus,

$$
\begin{aligned}
& v_{l}\left(\binom{k}{w}\right)-v_{l}(k)+w-1 \\
& =\quad v_{l}((k-1)(k-2) \cdots(k-w+1)) \\
& \quad-v_{l}(w!)+w-1 \\
& =v_{l}((k-1)(k-2) \cdots(k-w+1)) \\
& \quad+\sum_{i=1}^{m}\left(l^{i}-\sum_{j=0}^{i-1} l^{j}\right) w_{i}+\left(w_{0}-1\right)
\end{aligned}
$$

Clearly, $l^{i}-\sum_{j=0}^{i-1} l^{j}>0$ for any $i \geq 1$. From the assumption that $l$ is an odd prime and $w \geq 2$, it follows that

$$
\sum_{i=1}^{m}\left(l^{i}-\sum_{j=0}^{i-1} l^{j}\right) w_{i}+\left(w_{0}-1\right)>0
$$

Therefore, the proof is completed.
Now, we are back to the proof of Theorem 1. From

[^1]Lemma 1, it follows that

$$
\begin{aligned}
v_{\mathcal{L}}\left(k \pi^{r} u\right) & =v_{l}(k)+r \\
& <v_{l}\left(\binom{k}{i}\right)+r i \\
& =v_{\mathcal{L}}\left(\binom{k}{i} \pi^{r i} u^{i}\right)
\end{aligned}
$$

( by Lemma 1)
for any $i \geq 2$. Therefore, we have

$$
v_{\mathcal{L}}\left(\phi^{k}-1\right)=v_{\mathcal{L}}\left(k \pi^{r} u\right)=v_{l}(k)+r
$$

from which we obtain $\eta=v_{l}(k)$.
Next, we evaluate $\delta$. We discuss it in the ring $\left(\mathcal{O}_{K}\right)_{\overline{\mathcal{L}}}$. Since $\phi \bar{\phi}=q$ and $\bar{\phi}$ is a unit (note that $l \not \chi q$ ), we have

$$
\phi^{k}-1=\frac{q^{k}}{\bar{\phi}^{k}}-1=\frac{q^{k}-\bar{\phi}^{k}}{\bar{\phi}^{k}}
$$

Therefore, $v_{\overline{\mathcal{L}}}\left(\phi^{k}-1\right)=v_{\overline{\mathcal{L}}}\left(q^{k}-\bar{\phi}^{k}\right)$.
Let $\pi^{\prime}$ be some prime element with $v_{\overline{\mathcal{L}}}\left(\pi^{\prime}\right)=1$. From (3), we can write $\bar{\phi}$ in the form

$$
\bar{\phi}=1+u^{\prime}\left(\pi^{\prime}\right)^{r}
$$

for some unit $u^{\prime} \in\left(\mathcal{O}_{K}\right)_{\overline{\mathcal{L}}}$. Therefore, we obtain

$$
\begin{align*}
q^{k}-\bar{\phi}^{k}= & \left(q^{k}-1\right)-k u^{\prime}\left(\pi^{\prime}\right)^{r} \\
& -\sum_{i=2}^{k}\binom{k}{i}\left(u^{\prime}\right)^{i}\left(\pi^{\prime}\right)^{r i} \tag{6}
\end{align*}
$$

and for any $i$ with $2 \leq i \leq k$,

$$
\begin{aligned}
v_{\overline{\mathcal{L}}} & \left.\binom{k}{i}\left(u^{\prime}\right)^{i}\left(\pi^{\prime}\right)^{r i}\right)-v_{\overline{\mathcal{L}}}\left(k u^{\prime}\left(\pi^{\prime}\right)^{r}\right) \\
& =\left(v_{l}\left(\binom{k}{i}\right)+i r\right)-\left(v_{l}(k)+r\right) \\
& =v_{l}\left(\binom{k}{i}\right)-v_{l}(k)+(i-1) r \\
& \geq v_{l}\left(\binom{k}{i}\right)-v_{l}(k)+(i-1) \\
& >0 \quad \quad \text { (by Lemma } 1)
\end{aligned}
$$

Thus,

$$
\left.v_{\overline{\mathcal{L}}}\left(k u^{\prime}\left(\pi^{\prime}\right)^{r}\right)=v_{l}(k)+r<v_{\overline{\mathcal{L}}}\binom{k}{i}\left(u^{\prime}\right)^{i}\left(\pi^{\prime}\right)^{r i}\right)
$$

for any $i$ with $2 \leq i \leq k$. Set $\omega:=v_{l}\left(q^{k}-1\right)$. Then from the formula (6), if $\omega<\eta+r$ (note that $\eta=v_{l}(k)$ ), then $\delta=v_{\overline{\mathcal{L}}}\left(\phi^{k}-1\right)=\omega$; if $\omega>\eta+r$, then $\delta=v_{\overline{\mathcal{L}}}\left(\phi^{k}-1\right)=$ $\eta+r$; if $\omega=\eta+r$, then $\delta=v_{\overline{\mathcal{L}}}\left(\phi^{k}-1\right) \geq \omega=\eta+r$. Thus, the proof is completed.

### 3.1 Proposed Method

In this subsection, we actually propose a method which efficiently finds a "good" l-torsion point. Since the
method for the supersingular case is already given in [17], we forcus on the ordinary case. The following is our proposed method for ordinary elliptic curves.

Let $k$ be the minimum positive integer such that $E[l] \subset E\left(\boldsymbol{F}_{q^{k}}\right)$, or equivalently the minimum $k$ such that $l \mid q^{k}-1$. (See Proposition 2 in Sect. 2.)

## Procedure:

Step 1: Compute $N_{1}=\# E\left(\boldsymbol{F}_{q}\right)$ and $r=v_{l}\left(N_{1}\right)$.
Step 2: Compute $N_{k}=\# E\left(\boldsymbol{F}_{q^{k}}\right)$ from $N_{1}$, using the Weil conjecture.
Step 3: Compute $d=v_{l}\left(N_{k}\right)$ and $s:=d-r$. If $r>s$, go to Step 5.
Step 4: (the case of $r \leq s$ )
(4-1): Pick $Q \in E\left(\boldsymbol{F}_{q^{k}}\right)$ randomly.
(4-2): Compute $Q^{\prime}:=\left[N_{k} / l^{r+1}\right] Q \in E[l]$.
(4-3): Compute $\alpha:=e_{l}\left(P, Q^{\prime}\right)$. If $\alpha=1$, go to Step (4-1). Otherwise, go to Step 6.
Step 5: (the case of $r>s$ )
(5-1): Pick $Q \in E\left(\boldsymbol{F}_{q^{k}}\right)$ randomly.
(5-2): Compute $Q^{\prime}:=(\phi-1) \circ\left[N_{k} / l^{r+1}\right] Q \in E[l]$.
If $Q^{\prime}=O$, then go to Step (5-1).
(5-3): Compute $\alpha:=e_{l}\left(P, Q^{\prime}\right)$.
Step 6: Store $Q^{\prime}$ and $\alpha$.

### 3.2 Validity of the Proposed Method

In this subsection, we give explanation of each step in the proposed method.

In Step 1, we compute $N_{1}$ in polynomial time in $\log q$ using the Schoof-Elkies-Atkin algorithm and its variants [1], [2], [4]-[7], [11], [14], [15], [19], [25].

In Step 2, we can compute $N_{k}$ as follows: compute $t_{i}(1 \leq i \leq k)$ recursively by $t_{i}=t_{1} t_{i-1}-q t_{i-2}, t_{0}=2$, $t_{1}=q+1-N_{1}$ (note that $t_{1}$, the trace of the $q$-th power Frobenius map, is already computed in the course of computing $N_{1}$ ), then we obtain $N_{k}=q^{k}+1-t_{k}$.

In Step 3, in order to compute $d$ and $s$, we set $c_{i}:=$ $c_{i-1} / l, c_{0}:=N_{k} / l^{r+1}$. If $c_{m}$ is the first number that is not an integer, $d=m+r$ and $s=m$ are obtained. In this step, we can know the group structure $E\left(\boldsymbol{F}_{q^{k}}\right)_{l}$ : since $v_{l}(k)=0$, by Theorem 1 we have

$$
\begin{aligned}
& E\left(\boldsymbol{F}_{q^{k}}\right)_{l}=\langle S\rangle \times\langle T\rangle \\
& \simeq \boldsymbol{Z} / l^{r} \times \boldsymbol{Z} / l^{s} \quad(1 \leq r, 1 \leq s) \\
& \text { with } \quad\langle P\rangle \subset\langle S\rangle
\end{aligned}
$$

where $S$ and $T$ are generators of orders $l^{r}$ and $l^{s}$, respectively.

In Step 4, we assume that $r \leq s$. If $r=s$, then $E\left(\boldsymbol{F}_{q^{k}}\right)_{l} \cong \boldsymbol{Z} / l^{s} \times \boldsymbol{Z} / l^{s}$. The image of the multiplication by $N_{k} / l^{r+1} \operatorname{map}\left[N_{k} / l^{r+1}\right]=\left[l^{s-1}\right] \circ\left[N_{k} / l^{d}\right]$ : $E\left(\boldsymbol{F}_{q^{k}}\right) \rightarrow E\left(\boldsymbol{F}_{q^{k}}\right)$ is $E[l]$. Since the map $\left[N_{k} / l^{r+1}\right]$ is an abelian group homomorphism, the uniform distribution on $E\left(\boldsymbol{F}_{q^{k}}\right)$ induces the uniform distribution on $E[l]$. Thus, if we pick $Q \in E\left(\boldsymbol{F}_{q^{k}}\right)$ randomly, we can get $Q^{\prime}=\left[N_{k} / l^{r+1}\right] Q \in E[l]$ randomly. Then the success probability in Step (4-3) (i.e. the probability of
not going back to Step (4-1)) is

$$
\frac{\# E[l]-\#\langle P\rangle}{\# E[l]}=\frac{l^{2}-l}{l^{2}}=1-\frac{1}{l}=1-o(1)
$$

where $o(1) \rightarrow 0$ as $l \rightarrow \infty$. Thus, the expected number of iterations is $1+o(1)$.

If $r<s$, the image of the multiplication by $\left[N_{k} / l^{r+1}\right] \operatorname{map}\left[N_{k} / l^{r+1}\right]: E\left(\boldsymbol{F}_{q^{k}}\right) \rightarrow E\left(\boldsymbol{F}_{q^{k}}\right)$ is isomorphic to $\boldsymbol{Z} / l$ and $\operatorname{Im}\left[N_{k} / l^{r+1}\right] \neq\langle P\rangle$. Thus, the success probability in $\operatorname{Step}(4-3)$ is

$$
\frac{\#(\boldsymbol{Z} / l)^{\times}}{\#(\boldsymbol{Z} / l)}=\frac{l-l}{l}=1-\frac{1}{l}=1-o(1) .
$$

Thus, the expected number of iterations is $1+o(1)$.
In Step 5, we assume that

$$
\begin{aligned}
& E\left(\boldsymbol{F}_{q^{k}}\right)_{l}=\langle S\rangle \times\langle T\rangle \\
& \simeq \boldsymbol{Z} / l^{r} \times \boldsymbol{Z} / l^{s} \quad(1 \leq s<r) \\
& \text { with } \quad\langle P\rangle \subset\langle S\rangle,
\end{aligned}
$$

where $S$ and $T$ are generators of orders $l^{r}$ and $l^{s}$, respectively. In order to explain the validity of this step, we apply the following theorem:
Theorem 2: We assume that

$$
\begin{aligned}
& \left.E\left(\boldsymbol{F}_{q}\right)_{l}=\langle S\rangle \cong \boldsymbol{Z} / l^{r} \text { (thus, }\langle P\rangle=\left\langle l^{r-1} S\right\rangle\right) \\
& E\left(\boldsymbol{F}_{q^{k}}\right)_{l}=\langle S\rangle \times\langle T\rangle \cong \boldsymbol{Z} / l^{r} \times \boldsymbol{Z} / l^{s} \quad(1 \leq s \leq r)
\end{aligned}
$$

where $S$ and $T$ are generators of orders $l^{r}$ and $l^{s}$, respectively. Consider the map:

$$
f=(\phi-1) \circ\left[l^{s-1}\right]: E\left(\boldsymbol{F}_{q^{k}}\right) \longrightarrow E\left(\boldsymbol{F}_{q^{k}}\right) .
$$

Then, we have $\operatorname{Im}\left(\left.f\right|_{E\left(F_{q^{k}}\right)_{l}}\right) \cong Z / l$ and $\operatorname{Im}\left(\left.f\right|_{E\left(F_{q^{k}}\right)_{l}}\right)$ $\neq\langle P\rangle$.

Proof. Let $T_{l}(E)$ be the $l$-adic Tate module of $E$ and $\pi_{r}: T_{l}(E) \rightarrow E\left[l^{r}\right]$ the canonical projection. Let $\{\hat{S}, \hat{U}\}$ be a basis of $T_{l}(E)$ over $\boldsymbol{Z}_{l}$ such that $S=\pi_{r}(\hat{S}), U=$ $\pi_{r}(\hat{U})$ and $T=l^{r-s} U$. Let $M_{\phi}=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ be the representation matrix of $\phi$ with respect to the basis $\{\hat{S}, \hat{U}\}$ of $T_{l}(E)$. Since $\phi(S)=S$, we have $a \equiv 1 \bmod l^{r}$ and $c \equiv 0 \bmod l^{r}$. Also, $\operatorname{det} M_{\phi}=q$ gives $d \equiv q \bmod l^{r}$.

Clearly, $(\phi-1)\left(l^{s-1} S\right)=O$. And $(\phi-1)(U)=$ $\left(b \bmod l^{r}\right) S+\left(q-1 \bmod l^{r}\right) U$, from which we have

$$
\begin{aligned}
& (\phi-1)\left(l^{s-1} T\right) \\
& \quad=(b \bmod l) l^{r-1} S+(q-1 \bmod l) l^{s-1} T
\end{aligned}
$$

Since $l \not \backslash q-1$, it follows that $(q-1 \bmod l) l^{s-1} T \neq O$. Therefore, the proof is completed.

$$
\text { Since }(\phi-1) \circ\left[N_{k} / l^{r+1}\right]=(\phi-1) \circ\left[l^{s-1}\right] \circ\left[N_{k} / l^{d}\right] \text {, }
$$ the image of the map $(\phi-1) \circ\left[N_{k} / l^{r+1}\right]: E\left(\boldsymbol{F}_{q^{k}}\right) \rightarrow$ $E\left(\boldsymbol{F}_{q^{k}}\right)$ is isomorphic to $\boldsymbol{Z} / l$ and it is different from $\langle P\rangle$ by Theorem 2. Thus, the success probability in

Step (5-2) (i.e. the probability of not going back to Step (5-1)) is

$$
\frac{\#(\boldsymbol{Z} / l)^{\times}}{\#(\boldsymbol{Z} / l)}=\frac{l-1}{l}=1-\frac{1}{l}=1-o(1)
$$

Thus, the expected number of iterations is $1+o(1)$.

### 3.3 Theoretical Analysis of the Proposed Method

In this subsection, we estimate the success probability and running time of the proposed method.

The success probability in each step can be estimated as follows:

1. the success probability in Step 4 is $1-1 / l$. (See Sect.3.2.)
2. the success probability in Step 5 is $1-1 / l$. (See Sect.3.2.)

For the running time, we assume that the usual multiplication method is used, so that multiplying two elements of length $N$ takes $O\left(N^{2}\right)$ bit operations. The running time of the following major computation can be estimated as follows:

1. Computation of $\# E\left(\boldsymbol{F}_{q}\right)$ using the Schoof-ElkiesAtkin algorithm and its variants (in Step 1): this procedure requires $O\left(\log ^{6} q\right)$.
2. Picking a random point on $E\left(\boldsymbol{F}_{q^{k}}\right)$ : this procedure requires $O\left(k^{3} \log ^{3} q\right)$.
3. Computation of $Q^{\prime}$ : computation of $Q^{\prime}$ in Step (42) requires
$O\left(\left(\log N_{k}\right)(k \log q)^{2}\right)=O\left((k \log q)(k \log q)^{2}\right)=$ $O\left(k^{3} \log ^{3} q\right)$. Computation of $Q^{\prime}$ in Step (5-2) requires
$O\left(\left(\log N_{k}\right)(k \log q)^{2}+(\log q)(k \log q)^{2}\right)=O\left(k^{3} \log ^{3}\right.$ $\left.q+k^{2} \log ^{3} q\right)=O\left(k^{3} \log ^{3} q\right)$.
4. Computation of the Weil pairing $e_{l}\left(P, Q^{\prime}\right)$ : this procedure requires $O\left(k^{3} \log ^{3} q+(\log l)(k \log q)^{2}\right)=$ $O\left(k^{3} \log ^{3} q+k^{2} \log ^{3} q\right)=O\left(k^{3} \log ^{3} q\right)$.
Also, each procedure except the above requires at most $O\left(k^{3} \log ^{3} q\right)$. Therefore, our method is completed in probabilistic polynomial time in $k \log q$, more precisely, $O\left(k^{3} \log ^{3} q+\log ^{6} q\right)$.

## 4. Concluding Remarks

In this paper, we have proposed a method which efficiently finds an $l$-torsion point needed to evaluate the Weil pairing in the MOV reduction for ordinary elliptic curves under $l \wedge q-1$. Our method is completed in probabilistic polynomial time in $k \log q$, more precisely $O\left(k^{3} \log ^{3} q\right)$ if $\# E\left(\boldsymbol{F}_{q}\right)$ is given beforehand and otherwise $O\left(k^{3} \log ^{3} q+\log ^{6} q\right)$, where $k$ is the minimum positive integer with $q^{k} \equiv 1 \bmod l$. This seems to be asymptotically optimal, since it is equal to that of randomly picking a point in $E\left(\boldsymbol{F}_{q^{k}}\right)$, which seems to be
needed in any situation, except for computing $\# E\left(\boldsymbol{F}_{q}\right)$.
Also, our method is completed in probabilistic polynomial time in $\log q$ whenever $k$ is small enough to solve the DLP in $\boldsymbol{F}_{q^{k}}^{*}$ in subexponential time in $\log q$. As a result, we can obtain the MOV algorithm which works under $l \not \backslash q-1$ for ordinary elliptic curves in subexponential time in $\log q$ if the DLP in $\boldsymbol{F}_{q^{k}}^{*}$ is solved in subexponential time in $\log q$. Concerning the condition on $k$ under which the DLP in $\boldsymbol{F}_{q^{k}}^{*}$ is solved in subexponential time in $\log q$, in [3], [13] it was pointed out that one needs $k=O\left((\log q)^{2-\epsilon}\right)$, where $\epsilon$ is any positive constant, under the currently optimistic assumption that the DLP in $\boldsymbol{F}_{q^{k}}^{*}$ can be solved in time $L_{q^{k}}[1 / 3,-]=\exp \left(O\left(\left(\log q^{k}\right)^{1 / 3}\left(\log \log q^{k}\right)^{2 / 3}\right)\right)$ (See [23]).

In addition, our contribution allows us to finally draw the conclusion that the MOV reduction is as powerful as the FR reduction under $l \not \backslash q-1$ not only from the viewpoint of the minimum extension degrees of the base field but also from that of the effectiveness of algorithms.
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